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Molecular-resolution imaging reveals crystallization pathways of complex materials in which the
parent phase first transforms into an intermediate phase before the stable phase emerges. We have
only rules of thumb to predict when transient intermediates should appear prior to crystallization,
chief among which is Ostwald’s rule of stages. This rule states that the first phase to appear upon
transformation of the parent phase is the one closest in free energy to it. Although often upheld, the
rule is without theoretical foundation and is not universally obeyed. Lacking predictive general rules,
one way of trying to understand material crystallization pathways is to consider simple models that
capture important microscopic features of real systems, and to identify how these features govern the
emergence or absence of crystallization precursors. Here we do so within a statistical mechanical
model of anisotropic nanoparticle crystallization. We show how the thermodynamic landscape
for crystallization is shaped by interparticle interactions, and how the crystallization pathway of
the model is dictated both by this landscape and by the relative rate of particle rotations and
translations. The range of behaviors seen is richer than can be predicted by Ostwald’s rule, but it
can be anticipated using simple microscopic theory.

Crystallization is of central importance to materials
science, underpinning fields as diverse as metallurgy [1],
drug synthesis [2] and protein characterization [3]. Our
understanding of crystallization is considerable [4–6] but
incomplete: we cannot predict precise rates of crystal-
lization even in simple systems [7], and we cannot pre-
dict even qualitative pathways of crystallization in com-
plex systems [8, 9]. Experiments call out for such un-
derstanding. Molecular-resolution imaging reveals crys-
tallization pathways of complex materials – metal phos-
phates [10], proteins [11] and colloids [12], for instance –
in which the parent phase first transforms into a transient
intermediate phase before the stable solid phase emerges.
Such pathways challenge the conventional picture of nu-
cleation and growth, which assumes the formation of or-
dered structures from nuclei of similar order [13]. Indeed,
excepting systems of simple isotropic particles [14–16], we
have no theoretical framework for predicting a material’s
crystallization pathway.

We do possess important rules of thumb that sug-
gest how a material might crystallize. Ostwald’s rule
of stages states that the parent phase will first trans-
form into the metastable phase closest to it in free en-
ergy [17, 18]. The closely-related conjecture of Stranski
and Totomanow [19] is the statement that the phase that
first emerges is the one separated from the parent phase
by the smallest free energy barrier. Both rules receive
broad support. With respect to Ostwald’s rule, sulfur
crystallizes from solution via a dense liquid [17], while
melts [20] and aerosols [21] also display precursors of the
stable crystal. On the computer, a microscopic analog of
the rule is seen: the freezing of polar fluids, model pro-
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teins [4] and molecular nitrogen [22] can all take place via
critical nuclei whose composition differs markedly from
that of the stable phase.

But Ostwald’s rule is also observed to break down.
Amino acid crystallization [23], the simulated freezing
of molecular CO2 [24], and Potts model phase transfor-
mations [25] can all take place without involvement of
metastable polymorphs. Transient phases are seen prior
to crystallization of the drug D-mannitol [26] and simu-
lated Lennard-Jones particles [4, 27] at large supersatu-
ration and small supercooling, respectively, but not un-
der the converse conditions. Simulations of charged col-
loids show that sluggish dynamics can also invalidate the
Stranski-Totomanow conjecture [28].

These rules, then, are limited. Ostwald’s rule has no
theoretical foundation [29], and is perhaps more useful as
a classification scheme than for its predictive power. In
the absence of effective general rules, one possible strat-
egy for predicting experimental self-assembly pathways is
to devise models designed to represent particular classes
of materials, and to identify the microscopic controls of
assembly pathways in these models. Here we adopt this
approach and study a model designed to represent an
important class of materials (such as proteins [6, 11] and
patchy nanoparticles [30]) that form ordered phases sta-
bilized by specific attractions and disordered phases sta-
bilized by nonspecific attractions. We will describe how
particle interactions shape the free energy landscape for
crystallization, so favoring or disfavoring visitation of in-
termediate phases, and how the relative rate of particle
translations and rotations can prove a decisive factor in
this regard. The behavior seen in our simulations exceeds
the scope of Ostwald’s rule, but can be anticipated using
simple microscopic theory.

Model and simulation details. We consider a collec-
tion of particles that live on a featureless two-dimensional
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FIG. 1: (a) Model phase diagram with phase snapshots (top) and a dynamical trajectory from phase point A (bottom). At
A, only phases H and S are viable, and the dynamics is straightforward: the solid emerges directly from the fluid. We focus
instead on the regime of solid stability to the right of the demixing line, where the liquid lies between the metastable vapor and
the stable solid in free energy. We show free energy surfaces in a space of cluster size N and crystallinity Nc, and dynamical
trajectories for crystallization at points B (b) and C (c) in phase space. Solid black lines indicate the minimum energy path
(mep) across the free energy suface; the black dashed line shows an energetically unfavorable pathway. The red and blue lines
overlaid on the free energy surfaces represent the mean of ∼1000 independent dynamical trajectories for fast (r = 99) and
slow (r = 0.01) rotations, respectively (Figs. S1–3). At point B the liquid becomes post-critical regardless of dynamic factors,
satisfying Ostwald’s rule (OR) in a microscopic (fast) or macroscopic (slow) sense. At C, direct or indirect trajectories can be
followed, and the indirect one goes against the sense of the Stranski-Totomanow (ST) conjecture. Thermodynamics favors a
critical nucleus with a liquidlike composition below the dashed red line on the phase diagram. Even above this line, though,
sluggish kinetics can lead to the emergence of a relic of the liquid phase.

substrate, which we model as a square lattice of N
sites. Sites may be vacant or be occupied by a particle.
Nearest-neighbor particles receive an interaction energy
reward of −J (a nonspecific mode of binding). Particles
are anisotropic, and may point in any of R discrete direc-
tions. Neighboring particles receive an additional ener-
getic reward of −Q if they are aligned (a specific mode of
binding), and a penalty of +Q if they are antialigned (in
terms of experimental controls, some proteins’ specific at-
tractions can be modulated by altering the concentration
of divalent cations, and nonspecific depletion attractions
can be induced by adding inert objects to solution). R
is related to an angular specificity: the larger is R, the
more precisely two particles must align before they re-
ceive the specific binding reward. Each particle on the
substrate feels a chemical potential −µ. The resulting
model is similar to those of Refs. [31, 32], and we follow
the authors of the latter work in choosing R = 24 as a
concrete choice on which to focus. We will also discuss

the important effects seen on varying R.

We simulated our model using the grand canonical
Metropolis Monte Carlo procedure described in Support-
ing Information 1 (SI1). This procedure allows particles
to translate (adsorb to and desorb from the substrate),
and to rotate in place on the substrate. We have explored
the effect of varying extensively the relative proposal rate
r of rotations and translations, because we are interested
in how particles of different sizes crystallize. Stokes’ law
predicts the relative rate of rotation and translation of a
particle of girth a to scale as a−2, and one would there-
fore expect a change of this basic rate by four orders of
magnitude upon moving from a protein of a ∼ 1 nm to
a patchy nanoparticle of a ∼ 100 nm. The limit of slug-
gish rotations might also be appropriate for materials like
DNA-linked colloids that experience little rotational free-
dom when bound [33]. We used this simulation protocol
to calculate the model’s phase diagram; we used it in
concert with umbrella sampling [4, 34] to calculate free
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FIG. 2: When three phases (V, L, C) are viable, the thermodynamically-favored crystallization pathway is determined by
the potency Q and angular specificity R of specific binding. Main panel: fraction of crystalline bonds fb (number of pairwise
contacts between aligned particles, divided by total number of pairwise contacts) in nuclei (critical, labeled Nc, or of specified
size, labeled by that size), calculated from umbrella sampling simulations for four values of R (24, 48, 100 and 256; we set
J = 5 kBT (R = 48), J = 4 kBT (R = 100), and J = 3 kBT (R = 256), to keep the size of the critical nucleus manageable). The
positions of the freezing line for each value of R are shown by vertical gray dashed lines. Solid (open) symbols indicate that
the bulk liquid is metastable (unstable) to crystallization. In general, nuclei are liquidlike near the freezing line, and become
crystalline as Q is increased. How much of the liquid is seen depends strongly upon where one lies in parameter space (and
upon dynamics), and is not revealed by appealing to Ostwald’s rule. Top panel: free energy barriers to nucleation for R = 24 at
two values of J . As shown by the blue circles, one can identify regions of phase space in which nucleation barriers are similar,
but the character of critical nuclei are qualitatively different.

energy surfaces in a space of nucleus size and degree of
crystallinity; and we used it in concert with transition
path sampling [35, 36] and forward flux sampling [37]
to generate a statistically significant number of unbiased
dynamical trajectories. This set of methods reveals the
distinct effect on crystallization of thermodynamic and
dynamic factors.

Results. In Fig. 1 (a) we show the phase diagram of the
model in a space of the strength of the nonspecific mode
of binding J and the specific mode of binding Q. Snap-
shots of phases are given in the top panel: particles with 4
parallel neighbors (crystalline particles) are shown green;
particles with no parallel neighbors (fluid particles) are
dark blue. When both interactions are weak the stable
phase is a homogeneous fluid phase (H) of moderate den-
sity. When Q is large enough (above the ‘freezing line’),
the solid (S) is stable. At point A in phase space, only
phases H and S are viable, and crystallization consists of
the direct transformation of H into S (Fig. 1(a)). When
J is sufficiently large (to the right of the ‘demixing line’),
phase H disappears and dense liquid (L) and sparse va-
por (V) phases become viable (in off-lattice analogs of
our model we would also expect dense solid phases to

become viable at large values of J [38]). Our choice of µ
(see SI) ensures that to a mean-field approximation liquid
and vapor phases are equal in free energy. In simulations,
orientational correlations in the liquid lower its free en-
ergy below that of the vapor. As a consequence, above
the freezing line and to the right of the demixing line the
liquid phase lies intermediate in free energy between the
vapor phase and the stable solid. Starting from an empty
substrate, does the liquid emerge prior to crystallization?

We first focus on point B on the phase diagram. Here
an empty substrate immediately becomes host to the
metastable low-density vapor (the larger is J , the more
strongly metastable is the vapor: in a mean-field approx-
imation, J controls the depth of the Ising model ‘double
well’ (see SI2)). We show in Fig. 1(b) the free energy of
formation from the vapor of a nucleus as a function of its
size N and the number of crystalline particles Nc it con-
tains. The minimum energy pathway (solid line) from the
vapor to the crystal is an indirect one that displays a liq-
uidlike critical nucleus. The direct pathway (dashed line)
via a crystalline critical nucleus is disfavored by about 20
kBT . The indirect pathway is made possible by the in-
termediate liquid phase, but because we are far from the
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demixing line is not a result of critical liquid-vapor den-
sity fluctuations [14]. Dynamical trajectories (red and
blue lines, r = 99 and 0.01, respectively) adhere to the
indirect pathway, regardless of the relative rate of parti-
cle rotations and translations. A liquid nucleates on the
substrate, and only subsequently does the crystal emerge
from the liquid. For rapid rates of rotation the postcriti-
cal liquid readily transforms into a crystal while still only
of small size (Fig. S1, right panel); for the small value
of R considered here there are no appreciable barriers to
nucleation of the crystal in the bulk liquid. However, for
sluggish rotation rates (Fig. S1, left panel), the liquid
consumes the substrate, and fails to crystallize during
the course of the simulation.

We next move to point C in phase space, increasing
the strength Q of the specific mode of binding. The
liquid remains intermediate in free energy between the
parent phase and the stable solid, but the driving force
for crystallization has changed qualitatively: the direct
pathway, with a crystalline critical nucleus, is preferred!
The indirect pathway with a liquidlike critical nucleus is
still viable, but is disfavored by about 5 kBT . Because of
this relatively small discrepancy in barrier heights, both
pathways can be seen in dynamic simulations. For a suf-
ficiently rapid rotation rate (red line, r = 99) the direct
pathway is taken: a crystal nucleates and grows on the
substrate. No liquid is seen. For sluggish rotation rates
(blue line, r = 0.01), by contrast, the indirect pathway
is seen, and the substrate is again consumed by a liquid
(see Fig. S2 and S3).

We therefore see that a relic of the liquid phase can
influence the crystallization pathway some way past the
freezing line, but that eventually thermodynamics favors
a direct mode of crystallization: the critical nucleus is
crystalline above the horizontal red line on the phase di-
agram. The question of how much liquid is seen in sim-
ulations is one that cannot be addressed by Ostwald’s
rule. Assuming that it can be applied (it pertains to
metastable intermediate phases, and the liquid at B and
C is at most weakly so), it is satisfied in a macroscopic
sense by the ‘slow’ trajectories at point B (because here a
liquid consumes the substrate), but only in a microscopic
sense by the ‘fast’ trajectories (because the postcritical
liquid blob crystallizes before it grows appreciably). It
is violated by the ‘fast’ trajectories at C, but not by the
‘slow’ trajectories. Moreover, the latter trajectories in-
volve passage over a free energy barrier larger than the
smallest available, going against the sense of the Stranski-
Totomanow conjecture.

The microscopic control of the thermodynamically-
preferred crystallization mechanism is (for J near or past
the demixing line) the competition between the angular
specificity R and potency Q of specific binding, which
shapes the free energy landscape for crystallization so as
to encourage or discourage appearance of a relic of the liq-
uid phase. In Fig. 2 we show that the composition of the

critical nucleus (and of nuclei of fixed sizes) changes from
being liquidlike to being crystalline as one moves verti-
cally away from the freezing line on the phase diagram.
This trend holds for a range of values of R, a parame-
ter that describes in a coarse way the angular specificity
of the directional attraction (note that the the larger is
R, in general, the more strongly is the liquid metastable
with respect to crystallization; see Fig. S4–5). The re-
sults of Fig. 2 show a range of behaviors: depending on
where one lies in phase space, the smallest crystalline
cluster preferred by thermodynamics is sometimes pre-
critical, and sometimes post-critical. Sometimes a liquid
dominates the crystallization pathway even when its bulk
counterpart is unstable (small R, small Q); sometimes a
crystallite can be lower in free energy than a small liq-
uid blob whose bulk counterpart is metastable (large R,
large Q). How much liquid is seen in a simulation de-
pends on this thermodynamic preference, but also upon
the relative rate of particle rotations and translations.

We note also that changes of temperature [32] and su-
persaturation can change crystallization mechanism, but
that neither is its direct control. In Fig. 2 (top panel)
we show that there is no simple correlation between the
height of the free energy barrier to nucleation and the na-
ture of the crystallization pathway (materials reported in
the introduction, for instance, also show no clear trend
in this regard, and, indeed, Ostwald’s rule pertains to
either a metastable or an unstable parent phase). Lines
of varying temperature on the phase diagram of Fig. 1
are for fixed J and Q straight ones that pass through
its origin: changing T can indeed change crystallization
mechanism, but sometimes in a complicated and indirect
way (see Fig S6).

Clearly, rules of thumb are of limited use here. But,
interestingly, we can anticipate using simple microscopic
theory the manner in which the model’s parameters dic-
tate its preferred crystallization pathway. We calcu-
lated the model’s bulk free energy analytically, in a self-
consistent mean-field approximation, as a function of or-
der parameters ρ (density) and τ (crystallinity). This free
energy is given in SI2. From this we obtained the phase
diagram shown in Fig. 3, which resembles qualitatively its
simulated counterpart. Bulk free energy surfaces do not
properly represent surface tensions between phases, and
so cannot be a decisive measure of the preferred pathway
for crystallization. However, they are strongly suggestive
of that pathway, being the principal driving force for crys-
tallization, and have been used to infer, for example, crys-
tallization pathways of isotropic particles [15, 16]. Here,
by calculating on bulk surfaces the preferred pathway be-
tween parent and solid phases, we can shade the phase
diagram according to how ‘direct’ is this pathway, and
so visualize the change of thermodynamic crystallization
mechanism engineered by changes of microscopic param-
eters (Fig. 3 and Figs. S4–7). Although the locations
of these changes of mechanism are not in quantitative
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FIG. 3: Visualizing the shaping of crystallization landscapes by microscopic parameters. Mean-field phase diagram (bottom
left) and free energy surfaces at points A, B, and C (left to right) in phase space. Dashed white lines show the minimum energy
path (mep) on each surface, calculated using the string method [39]. Above each surface we show free energy along this path
(solid line, compared to a direct path at B and an indirect path at C). On moving across the phase diagram from A → B →
C we observe qualitative changes of the character of the bulk driving force, from direct (with no intermediate phases favored)
to indirect (vapor-to-liquid-to-solid) and back again. These trends are qualitatively consistent with those seen in our computer
simulations. We summarize the crystallization mechanism by shading the phase diagram according to where direct (light) and
indirect pathways (dark) are favored. Above it, we plot the degree of crystallinity τtr at the transition state as a function of
phase space location (we move in a line from A to B, and then from B to C; see also Fig. S4). A large value of τtr shows the
transition state to be crystalline, and the preferred path to be direct.

accord with our simulations, the trends observed mirror
those findings qualitatively: indirect crystallization path-
ways become viable to the right of the demixing line,
and are supplanted by a direct mechanism some distance
above the freezing line. The location of this crossover
and of the limit of liquid metastability also change with
R (Fig. S7) in a manner similar to that seen in our sim-
ulations (Fig. 2).

We have identified the microscopic controls of crys-
tallization in a model of anisotropic particles that may
associate in a nonspecific and a specific way, designed to
mimic patchy nanoparticles or proteins. Our model ad-
dresses orientational order and does not allow positional
order [40]; it would be interesting to explore the effect
of coupling both. We have also focused on the influ-
ence on crystallization of relics of bulk phases, although
mesoscale structures without counterparts on the bulk
phase diagram can also profoundly influence crystalliza-
tion pathways [41, 42]. The effect of our model’s micro-
scopic parameters on the thermodynamic landscape for
crystallization can be anticipated in a qualitative way
using mean-field theory, an observation that adds to ev-
idence suggesting that microscopic calculations can be
used to predict material assembly pathways [15, 16]. To
this approximation we summarize in Figs. 3 and S7 our

expectation for the thermodynamically preferred crystal-
lization pathway of our model as a function of its mi-
croscopic parameters J , Q and R. The nature of the
pathways we have observed in simulations depend on
both thermodynamic and dynamic factors. In general,
we expect the propensity for indirect pathways to crys-
tallization to be large for particles with highly specific
anisotropic interactions and for slowly-rotating particles
(e.g. large particles or particles that experience little ro-
tational freedom when bound). Some of the behavior we
have seen can be explained by appealing to Ostwald’s
rule, and some of it cannot. Nonetheless, Ostwald’s rule
provides a framework for classifying material assembly
pathways, and its limitations should motivate us to look
for microscopically-grounded rules to replace it.
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